
Draft version August 1, 2018
Typeset using LATEX twocolumn style in AASTeX61

THE SPLASHBACK FEATURE AROUND DES GALAXY CLUSTERS:

GALAXY DENSITY AND WEAK LENSING PROFILES

C. Chang,1 E. Baxter,2 B. Jain,2 C. Sánchez,2, 3 S. Adhikari,4, 5 T. N. Varga,6, 7 Y. Fang,2 E. Rozo,8

E. S. Rykoff,5, 9 A. Kravtsov,10, 11, 12 D. Gruen,5, 9 W. Hartley,13 E. M. Huff,14 M. Jarvis,2 A. G. Kim,15 J. Prat,3

N. MacCrann,16, 17 T. McClintock,8 A. Palmese,13 D. Rapetti,18, 19 R. P. Rollins,20 S. Samuroff,20 E. Sheldon,21

M. A. Troxel,16, 17 R. H. Wechsler,5, 9, 22 Y. Zhang,23 J. Zuntz,24 T. M. C. Abbott,25 F. B. Abdalla,13, 26
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ABSTRACT

Splashback refers to the process of matter that is accreting onto a dark matter halo reaching its first orbital apocenter

and turning around in its orbit. The cluster-centric radius at which this process occurs, rsp, defines a halo boundary

that is connected to the dynamics of the cluster. A rapid decline in the halo profile is expected near rsp. We measure

the galaxy number density and weak lensing mass profiles around redMaPPer galaxy clusters in the first year Dark

Energy Survey (DES) data. For a cluster sample with mean M200m mass ≈ 2.5 × 1014M�, we find strong evidence

of a splashback-like steepening of the galaxy density profile and measure rsp = 1.13 ± 0.07 h−1Mpc, consistent with

earlier SDSS measurements of More et al. (2016) and Baxter et al. (2017a). Moreover, our weak lensing measurement

demonstrates for the first time the existence of a splashback-like steepening of the matter profile of galaxy clusters.

We measure rsp = 1.34 ± 0.21 h−1Mpc from the weak lensing data, in good agreement with our galaxy density

measurements. For different cluster and galaxy samples, we find that consistent with ΛCDM simulations, rsp scales

with R200m and does not evolve with redshift over the redshift range of 0.3–0.6. We also find that potential systematic

effects associated with the redMaPPer algorithm may impact the location of rsp. We discuss progress needed to

understand the systematic uncertainties and fully exploit forthcoming data from DES and future surveys, emphasizing

the importance of more realistic mock catalogs and independent cluster samples.
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1. INTRODUCTION

The density profiles of dark matter halos in N-body

simulations exhibit a steepening at radii comparable to

the halo virial radius (Diemer & Kravtsov 2014, here-

after DK14). Such a feature was predicted by analyt-

ical collapse models of Gunn & Gott (1972), Fillmore

& Goldreich (1984) and Bertschinger (1985). The sharp

decline in the profile can be understood as resulting from

an absence of particles orbiting beyond the radius of sec-

ond turnaround1. In simulations, a phase-space caus-

tic cleanly separates matter that is experiencing second

turnaround from matter that is on first infall, leading

to a very sharp steepening in the halo profile (DK14,

Adhikari et al. 2014; Diemer et al. 2017). As measure-

ments from individual halos are noisy, to detect this

sharp steepening one needs to “stack”, or average, over a

large number of halos. This makes the caustic structure

less clear since the dark matter halos are oftentimes non-

spherical. Nevertheless DK14 showed that some of the

steepening can in principle be detected based on simu-

lations. Mansfield et al. (2016) later found that one can

improve on the stacking procedure by accounting for the

effects of subhalos, which sharpens the steepening of the

profile even more. This feature — which appears as a

narrow minimum in the logarithmic derivative of the

halo density profile — has been termed splashback.

The splashback feature is potentially interesting for

several reasons. First, it defines a physical boundary of

a dark matter halo that is motivated by dynamics (More

et al. 2015). This is different from other common halo

boundary definitions, such as R200m (the radius within

which the mean density is 200 times the mean density

of the Universe at that redshift), which need not be as-

sociated with any change in physical properties across

the boundary. Furthermore, the location of the splash-

back feature has been shown in simulations to correlate

with the halo accretion rate (DK14, Diemer et al. 2017).

Since the feature is in principle straightforward to mea-

sure in data, it could potentially be used to constrain

halo accretion rates of clusters, which are otherwise chal-

lenging to measure. Finally, the sharpness of the feature

and the relatively simple dynamics that are responsible

for its generation make it a potentially powerful probe

of new physics, such as dark matter self-interaction.

The first measurement of the splashback feature in

data was performed by More et al. (2016, hereafter

1 The radius of first turnaround is the radius at which a particle
first separates from the Hubble flow and begins to fall towards an
overdensity. The radius of second turnaround is the radius at
which a particle that has passed by the halo once turns around in
its orbit.

M16) using DR8 data from the Sloan Digital Sky Sur-

vey (SDSS) (Aihara et al. 2011). M16 measured the

projected galaxy density profiles, Σg(R), around galaxy

clusters in the redMaPPer catalog of Rykoff et al.

(2014), finding evidence for a sharp minimum in the

logarithmic derivatives of these profiles. Note, however,

that a minimum in the logarithmic derivative does not

by itself constitute evidence for a splashback feature. In-

deed, if the matter profile of the halo is described by a

Navarro-Frenk-White (NFW Navarro et al. 1996) profile

at small scales and the halo-matter correlation function

at large scales, there will necessarily be a minimum in

the logarithmic derivative in the transition regime. In

the language of the halo model (for a review see Cooray

& Sheth 2002), a minimum of the logarithmic deriva-

tive is naturally associated with the transition regime

between the one-halo and the two-halo term. Defining

the splashback feature is a way to isolate this dynami-

cal feature that is not explicitly described by either the

one-halo or the two-halo term. The splashback process

produces a profile that is significantly steeper at this

transition region than what is expected from the above

naive picture of an NFW profile plus the halo-matter

correlation function.

By fitting different models to the measured Σg profiles,

M16 determined that the data show strong evidence of

the existence of a splashback feature. However, M16

determined that the location of the splashback feature

(henceforth the splashback radius) measured in SDSS

data appears to be smaller than that predicted by dark

matter-only N-body simulations. The explanation for

this discrepancy remains unclear; M16 considered sev-

eral possibilities, including dark matter self-interaction.

Two followup studies (Zu et al. 2016; Busch & White

2017) examined potential systematic effects in the esti-

mation of the splashback radius, and showed that pro-

jection along the line of sight could affect the estimated

splashback radius, especially when employing a selec-

tion based on 〈Rmem〉 (the weighted average member

distance to the cluster center; see more discussion in

§7), as was done in M16.

On the other hand, Baxter et al. (2017a, hereafter

B17) pointed out a difficulty associated with quanti-

fying the evidence for a splashback feature using the

model parametrizations of DK14 and M16. In particu-

lar, these parametrizations rely on a truncated Einasto

profile (Einasto 1965), with the truncation term rep-

resenting the splashback feature. However, the Einasto

model is sufficiently flexible that even without such trun-

cation, it can still reproduce a splashback-like steepen-

ing in the outer halo profile. Consequently, the evidence

for splashback quantified either with a ∆χ2 (as in More
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et al. 2016) or a Bayesian evidence ratio (as in B17)

can be misleadingly low, even when there is significant

steeping of the outer halo profile. This problem becomes

more severe when additional flexibility is introduced to

the model to account for halo miscentering for example.

A more robust approach proposed by B17 is to in-

stead use the model fits to separate the contributions to

the total profile from infalling and collapsed material.

The logarithmic derivative of the profile of the collapsed

material can then be used to identify the presence of a

splashback feature in the density profile. SDSS clusters

show a dramatic steepening of the collapsed material

profile slightly outside the virial radius, consistent with

the presence of a splashback feature. B17 also measured

the profiles of red and blue galaxies around redMaP-

Per clusters, showing that the fraction consisting of red

galaxies exhibits a sharp transition at the splashback ra-

dius. This is consistent with the interpretation of star

formation being quenched in galaxies that have orbited

through the cluster, and adds additional support to the

picture of a physically motivated halo boundary.

Measurement of the splashback radius has also been

used recently by Adhikari et al. (2016, hereafter A16) to

measure dynamical friction in galaxy clusters. Dynami-

cal friction refers to an effective drag force induced on a

massive object via gravitational interaction with nearby

matter (Chandrasekhar 1949; Binney & Tremaine 2008).

As pointed out by M16, dynamical friction will act to re-

duce the splashback radii of galaxy clusters since a sub-

halo that has experienced dynamical friction will turn

around after first infall sooner compared to a subhalo

not experiencing dynamical friction. A16 tested this hy-

pothesis using a sample of lower richness clusters from

SDSS, since the impact of dynamical friction on a fixed

galaxy sample is expected to be larger for low-mass par-

ent halos. As the effect of dynamical friction increases

with subhalo mass, one expects more massive subhalos

to have smaller splashback radii. Indeed, A16 found that

the splashback radius identified using a bright galaxy

sample (which are expected to live in more massive sub-

halos) was smaller than the splashback radius identi-

fied using a fainter galaxy sample. Two caveats to this

simple picture are that galaxies of different magnitudes

may have different orbits through the cluster and that

quenching may result in changes to galaxy magnitudes

within the cluster.

In this work, we measure the galaxy density and weak

lensing mass profiles around galaxy clusters in data from

the first year of the Dark Energy Survey (DES Y1). We

carry out analyses based on the methodology developed

in B17 to characterize the splashback feature. This new

data set provides several advances over previous mea-

surements. First, the DES footprint maps a different

part of the sky from that of SDSS, providing an inde-

pendent measurement of a non-overlapping sample. Sec-

ond, the DES data extend to higher redshift ranges and

fainter galaxies than SDSS. Finally, the DES Y1 weak

lensing measurements have significantly higher signal-

to-noise compared to the previous lensing measurements

in Umetsu & Diemer (2017), who were only able to place

a lower bound on the location of the splashback radius.

While the signal-to-noise of the lensing measurements is

still lower than that of the galaxy density measurements,

lensing has the advantage of directly probing the mass

profile of the halos in contrast to the galaxy density pro-

file, which makes it cleaner to compare with dark matter

simulations.

The paper is organized as follows. In §2, we introduce

the dataset used in this work and the selection criteria of

the samples. In §3 we outline the model that is used to

describe the observed galaxy and weak lensing profiles

around clusters. In §4, the measurement methods for

both the galaxy and the lensing profiles are described,

followed by the model-fitting procedure and a summary

of the model priors. In §5 we present the fiducial mea-

surements of the galaxy and lensing profiles, as well as

comparison with simulations. We then investigate in §6
the topic of dynamical friction by looking at the splash-

back feature for galaxy samples of different luminosities.

We discuss the potential systematic effects in the mea-

surements in §7 and conclude in §8.

If not specified otherwise, throughout the paper, we

assume a flat ΛCDM cosmology with h = 0.7, Ωm =

0.3. In addition, all calculations and plots use comoving

coordinates.

2. DATA

The measurements in this work are based on the DES

Y1 data (Diehl et al. 2014). Here we describe briefly

the relevant catalogs used, including the redMaPPer

galaxy cluster catalog, the photometric galaxy catalog,

the weak lensing shear catalogs and the photometric red-

shift (photo-z) catalog.

2.1. The redMaPPer Galaxy Cluster Catalog

We use a galaxy cluster catalog constructed using the

redMaPPer algorithm described in Rykoff et al. (2014,

2016). redMaPPer is a red-sequence cluster finder

that is optimized for large-scale optical surveys, such as

DES. The same algorithm was employed to construct

the SDSS-based cluster catalog used in M16 and B17.

The “fiducial” cluster catalog used in this work is

constructed from a volume-limited sample (similar to

that described in Rykoff et al. 2016) with a redshift se-

lection of 0.2 < z < 0.55 and a richness selection of
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20 < λ < 100. We only use the Y1 region at Dec< −35◦

where most of the tests for the weak lensing and photo-

z catalogs were conducted. The cluster redshifts used

for selection are determined by the redMaPPer al-

gorithm and are expected to have mean uncertainties

σz ∼ 0.01(1 + z) (Rykoff et al. 2016). We also con-

sider different subsets of the fiducial sample as well as

a “high-z” sample that is not contained in the fiducial

sample. The characteristics of all the samples used in

this paper are summarized in Table 1, while the redshift-

richness distribution of the fiducial sample is shown in

Fig. 1. The mean mass for each sample listed in Ta-

ble 1 is calculated from the mass-richness relation de-

rived in Melchior et al. (2016) for redMaPPer clus-

ters identified in DES Science Verification (SV) data.

The redMaPPer algorithm is expected to be approx-

imately survey-independent. However, small differences

the Melchior et al. (2016) mass-richness relation for SV

data and the mass-richness relation of Y1 data may ex-

ist due to e.g. differences in data quality or statisti-

cal fluctuations. We rely on the SV mass calibration

here because it was derived using DES data; the mass

calibration of Y1 redMaPPer clusters using galaxy

lensing is forthcoming. As further support for our use

of the SV mass-richness relation from Melchior et al.

(2016), we note that Baxter et al. (2017b) performed a

mass calibration of DES Y1 redMaPPer clusters us-

ing gravitational lensing of the cosmic background ra-

diation, finding excellent consistency with the Melchior

et al. (2016) results. We also list in Table 1 the mean

Rλ = (λ/100)0.2 h−1Mpc values in physical units, which

is used later in modelling the cluster miscentering (§3.1).

We see that the number of clusters falls steeply with

richness and increases by a factor of ∼ 2 over the red-

shift range. The structure in the redshift distribution is

associated with the DES filter transition and the 4000
◦
A break, where the photo-z redshifts are less certain.

We overlay the histogram with the theoretical expecta-

tion of the number of halos given mass and redshift using

the halo mass function from Tinker et al. (2008) and the

mass-richness relation from Melchior et al. (2016). The

data roughly follow the expectation, with higher discrep-

ancies in the low-richness bins. We also make use of the

redMaPPer random catalogs, which uniformly sample

the volume over which a real cluster could have been ob-

served. As described in §4, the random catalog is used

to estimate the background mean galaxy distribution in

the absence of galaxy clusters.

Finally, uncertainty in the cluster center position is

important in this analysis. According to Rykoff et al.

(2016) roughly 22% of the clusters are mis-centered at
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Figure 1. The λ and z distributions of the fiducial
redMaPPer sample used in this work. The lower left panel
shows the 2D histogram in the z-λ plane while the upper
left and the lower right panels show the individual 1D his-
tograms of z and λ. The color bars in the 2D histogram are
shown in log scale. The naive theoretical expectation of the
redshift and richness distribution for our sample based on
Tinker et al. (2008) and Melchior et al. (2016) is shown by
the black dashed curves.

about 0.3Rλ. We discuss in §3.1 how this is incorporated

into our model.

2.2. The Photometric Galaxy Catalog

We use photometric galaxies from the DES Y1 Gold

catalog described in Drlica-Wagner et al. (2017). Our

galaxy selection begins with a flux-limited sample of i <

21.5 with the following flag cuts: flags badregion =

flags gold = 0, the following color cuts: -1<mag auto g

- mag auto r<3, -1<mag auto r - mag auto i<2.5,

-1<mag auto i - mag auto z<2, and the following

star-galaxy separation cut: spread model i + (5./3.)

spreaderr model i)>0.007. The flag cuts are DES-

specific and described in Drlica-Wagner et al. (2017),

while the other cuts are based on SourceExtractor

(Bertin & Arnouts 1996) columns. We further require

the errors on the galaxy magnitudes to be less than 0.1.

After applying the depth mask as well as the redMaP-

Per mask, the total number of galaxies in this sample

is 11,263,383. A random catalog that uniformly samples

the galaxy catalog mask is generated from the intersec-

tion of the i > 21.5 depth mask and the redMaPPer

mask. The final area used is ∼1,297 deg2.
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2.3. The Weak Lensing Shear and Photo-z Catalogs

For the lensing measurements performed in this work,

we use the two DES Y1 shear catalogs: MetaCalibra-

tion (Huff & Mandelbaum 2017) and im3shape (Zuntz

et al. 2013). Both catalogs are tested and described in

detail in Zuntz et al. (2017). The two catalogs were gen-

erated using completely independent pipelines; perform-

ing the measurements using both catalogs is therefore a

powerful test of weak lensing systematics, as shown in

e.g. Troxel et al. (2017). The MetaCalibration cat-

alog contains 34.8 million galaxies, roughly 60% more

than the im3shape catalog due to the fact that Meta-

Calibration uses the combined information of the r, i

and z-band images while im3shape only uses r-band im-

ages. We present our main results using the metacal-

ibration catalog but have checked that the im3shape

measurements show consistent results.

For the weak lensing measurement in this work, red-

shift information is needed for each source galaxy. We

use the photo-z catalog described in Hoyle et al. (2017),

which is based on the template-based Bayesian Photo-

metric Redshifts (BPZ) algorithm (Beńıtez 2000). Fol-

lowing McClintock et al. (in prep), we use both the

mean of the PDF as well as a random draw from the full

PDF for each galaxy when estimating the weak lensing

mass profile. We describe the procedure in detail in §4.2.

Both the shear calibration biases associated with the

shear catalogs, and biases in the photo-z catalog are

well characterised in Zuntz et al. (2017) and Hoyle et al.

(2017). We do not account for these in the modeling

since it mainly contributes to a scale-independent mul-

tiplicative factor at ∼ 2% and does not impact the in-

ference of the splashback feature.

3. FORMALISM

To model the 3D density profile around clusters, we

use the analytical model profile of DK14, which was

found to be a good description of dark matter halos

in simulations across a wide range of mass, redshift and

accretion rate. The model includes two components:

“collapsed” matter that has passed through at least one

orbital pericenter and is in orbit around the halo, and

“infalling” material that is falling towards the halo but

has not experienced an orbital pericenter. The profile of

the collapsed matter is modelled by a truncated Einasto

profile (Einasto 1965), while the infalling material is

modelled by a power law. The truncation of the Einasto

profile accounts for the splashback feature and is mod-

elled using the ftrans(r) term below.

The complete model for the 3D density, ρ(r), is

ρ(r) =ρcoll(r) + ρinfall(r), (1)

ρcoll =ρEin(r)ftrans(r), (2)

ρEin =ρs exp

(
− 2

α

[(
r

rs

)α
− 1

])
, (3)

ftrans(r) =

[
1 +

(
r

rt

)β]−γ/β
, (4)

ρinfall =ρ0

(
r

r0

)−se
. (5)

Since r0 is completely degenerate with ρ0, we fix r0 =

1.5h−1Mpc throughout. Also, Eq. (5) differs from

the formalism in DK14 slightly in that we model the

mean-subtracted density profile, so there is no term

corresponding to the mean density. Using the mean-

subtracted profile allows us to model the average profiles

of clusters at different redshifts more easily.

In practice, we measure the 2D projected profile in-

stead of the 3D profile, so it is useful to compute the

projected density, Σ(R), which is related to the 3D den-

sity by

Σ(R) =

∫ hmax

−hmax

dh ρ(
√
R2 + h2), (6)

where R is the projected distance to the halo center

and hmax is the maximum scale of integration. We

set hmax = 40 h−1Mpc and test in Appendix C that

changing hmax does not significantly affect the inferred

value of the splashbak radius. However, as also shown

in Appendix C, changing hmax does impact the inferred

slope of the density profile, especially at large distances.

Our choice of hmax = 40 h−1Mpc is sufficiently large so

that increasing hmax by 50% only changes the large-scale

slope by < 1σ.

The model formulated above was intended for fit-

ting the distribution of mass around halos in simula-

tions. Following M16 and B17, we nevertheless apply

the model above to the measured galaxy distribution

(replacing Σ(R) with Σg(R), the galaxy density pro-

file) as well as the mass profile. In this approach, the

unknown details of galaxy bias are absorbed into the

model parameters. In addition, by adopting this model

we have assumed that the average profile of clusters with

a range of mass, richness, redshift and miscentering pa-

rameters (see §3.1) can be described by one effective

Σ(R) or Σg(R) profile for the whole sample.

From weak lensing shear measurements, we derive the

differential mass profile ∆Σ(R):

∆Σ(R) = Σ̄(R)− Σ(R), (7)
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Table 1. Selection criteria and sample sizes for the cluster samples used in this work. The mean M200m mass is derived via the
mass-richness relation of Melchior et al. (2016).

Sample z selection λ selection # of clusters 〈z〉 〈λ〉 〈Rλ〉 (h−1Mpc) 〈M200m〉 (1014 M�)

Fiducial 0.2 < z < 0.55 20 < λ < 100 3684 0.41 31.6 0.79 2.5

Low-z 0.2 < z < 0.4 20 < λ < 100 1588 0.32 32.2 0.79 2.5

Mid-z 0.4 < z < 0.55 20 < λ < 100 2096 0.48 31.1 0.78 2.5

High-z 0.55 < z < 0.7 20 < λ < 100 1518 0.61 30.3 0.78 2.4

Low-λ 0.2 < z < 0.55 20 < λ < 28 1964 0.41 23.3 0.75 1.8

High-λ 0.2 < z < 0.55 28 < λ < 100 1720 0.40 41.1 0.83 3.3

where Σ(R) is the projected surface mass density, and

Σ̄(R) is the average of Σ(R) within the circle of radius

R, i.e.

Σ̄(R) =
2π
∫ R
0
dR′R′Σ(R′)

πR2
. (8)

Eqs. 7 and 8 make it clear that the lensing profile

∆Σ(R) depends on the density profile of the cluster all

the way down to R = 0. This is problematic since the

lensing measurements on small scales may be affected by

systematics and the halo density profile may depart from

the simple Einasto model at small scales as a result of

baryonic effects. It is therefore convenient to introduce

a new parameter, µ, defined by

µ =

∫ Rmin

0

dR′R′Σ(R′), (9)

where Rmin can be set to the minimum scale at which

∆Σ is measured; we set Rmin = 0.2h−1Mpc. The ex-

pression for ∆Σ can then be written as

∆Σ(R) = 2
µ+

∫ R
Rmin

dR′R′Σ(R′)

R2
− Σ(R). (10)

Treating µ as a free parameter effectively removes any

sensitivity of the ∆Σ profile to Σ(R < Rmin), where

there are no measurements.

Eqs. 1—5 and 10 use many free parameters to fit func-

tions which are very smooth as a function of radius (see

Figs. 2 and 3). Consequently, there may be significant

degeneracies between the various parameters. We em-

phasize, however, that our intention here is not to ex-

tract robust constraints on the model parameters them-

selves. Instead, the goal of the model fitting is mainly to

smoothly interpolate between the data points to enable

the computation of the logarithmic derivatives of the 3D

density profile.

We describe below two additional pieces of modelling

that we incorporate into the above formalism in order

to capture two important observational complications:

cluster miscentering and weak lensing boost factor.

3.1. Cluster Mis-centering

We model the effects of miscentering following the

approach of Melchior et al. (2016) and Baxter et al.

(2017a). The miscentered density profile, Σ, can be re-

lated to the profile in the absence of miscentering, Σ0,

via

Σ = (1− fmis)Σ0 + fmisΣmis, (11)

where fmis is the fraction of clusters that are miscen-

tered, and Σmis is the density profile of the miscentered

clusters. For clusters that are miscentered by Rmis from

the true halo center, the corresponding azimuthally av-

eraged density profile is (Yang et al. 2006; Johnston et al.

2007)

Σmis(R|Rmis) =
∫ 2π

0

dθ

2π
Σ0

(√
R2 +R2

mis + 2RRmis cos θ

)
.

(12)

The profile averaged across the distribution of Rmis val-

ues is then

Σmis(R) =

∫
dRmisP (Rmis)Σmis(R|Rmis), (13)

where P (Rmis) is the probability that a cluster is miscen-

tered by a (comoving) distance Rmis. Following Rykoff

et al. (2016), we assume that P (Rmis) results from a

miscentering distribution that is a 2D Gaussian on the

sky. The 1D P (Rmis) is then given by a Rayleigh distri-

bution:

P (Rmis) =
Rmis

σ2
R

exp

[
−R

2
mis

2σ2
R

]
, (14)

where σR controls the width of the distribution. Rykoff

et al. (2016) assumed σR = cmisRλ, where Rλ =

(λ/100)0.2 h−1Mpc, and used a combination of X-ray

and SZ data to measure ln(cmis) = −1.13 ± 0.22 and

fmis = 0.22 ± 0.11. We introduce cmis and fmis as free
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parameters in our analysis of both the galaxy density

and lensing profiles, imposing priors corresponding to

the Rykoff et al. (2016) constraints. We adopt the mean

value of Rλ for our sample when computing miscentering

corrections, as listed in Table 1.

3.2. Weak Lensing Boost Factor

Galaxies that are included in the shear catalog but are

not behind the galaxy clusters of our sample will not

be lensed and will therefore dilute the inferred shear.

Since clusters contain many galaxies, the odds of such

an occurrence increases towards the cluster center, re-

sulting in systematic underestimation of the true ∆Σ

profile. One typically calculates a boost factor to correct

for this systematic (Sheldon et al. 2004). Our boost fac-

tor model is derived the same way as in McClintock et

al. (in prep). We calculate the lensing-weighted average

pphot(z|Rclust) of source galaxies as a function of clus-

ter centric radius and compare it with the correspond-

ing reference pphot(z|field) of field galaxies. The excess

probability represents the member contamination in the

source catalog. We then decompose the pphot(z|Rclust)

into two components: the reference distribution of field

galaxies pphot(z|field) and a Gaussian pphot(z|Gauss) for

the cluster member component. The decomposition is

done jointly for all radial scales, such that consistency

is enforced for the position and width of the gaussian

pphot(z|Gauss) components, and only the mixing ampli-

tude at each scale, A(R), is allowed to vary. A(R) is

then related to the traditional boost factor, B(R), via

B(R) = 1/(1 − A(R)). The observed lensing signal,

∆Σmeasured(R), is then related to B(R) via:

∆Σmeasured(R) = ∆Σ(R)/B(R). (15)

At the minimum lensing scale considered in this work,

R = 0.2h−1Mpc, we find B(R = 0.2h−1Mpc) − 1 ∼
0.26; for scales greater than 1h−1Mpc, we find B(R)−
1 < 0.05.

4. MEASUREMENT AND ANALYSIS

4.1. Galaxy Density Profile, Σg

We first measure the distribution of galaxies around

the redMaPPer clusters. The galaxy distribution is

expected to roughly trace the matter distribution and

has higher signal-to-noise than the weak lensing mea-

surements in our data. The density profile of galaxies

around a cluster is directly related to the galaxy-cluster

correlation function, w(R), where R is the projected co-

moving distance to the cluster center. We work in co-

moving distances so that R = (1 + z)Rphys, where Rphys

is the projected physical distance.

As shown in DK14, after averaging over the distribu-

tion of accretion rates at fixed halo mass, the location

of the splashback feature is expected to scale with phys-

ical R200m. Since the physical R200m is proportional

to (1 + z)−1 for fixed M200m, measuring cluster-centric

radii in comoving units implicitly accounts for the red-

shift dependence of physical R200m when stacking clus-

ters of fixed λ at different redshifts. However, such scal-

ing does not account for potential systematic evolution

of the mean halo accretion rate with redshift.

Because our fiducial cluster sample includes a broad

range of cluster richnesses (20 < λ < 100), there will

be some smearing of the stacked signal due to varia-

tion in rsp across the bin. In Appendix A we inves-

tigate the improvement in signal-to-noise when we ap-

proximately scale each measurement in the radial direc-

tion by the expected R200m. Because the improvement

in signal-to-noise is modest and because scatter in the

mass-richness relation will complicate the relationship

between the scaled measurements and the simulations,

our fiducial analysis does not employ this scaling.

To measure the mean-subtracted galaxy density

around the redMaPPer clusters, we divide the clusters

into redshift bins of ∆z = 0.05 and measure the mean

cluster-galaxy angular correlation function for each bin

i, w(θ, zi), using the Landy-Szalay estimator (Landy &

Szalay 1993). The angular correlation function w(θ, zi)

is then converted into w(R, zi), where R is the projected

comoving distance for the angular separation θ at zi, the

center of the redshift bin. The measurements for all the

redshift bins are combined by weighting w(R, zi) with

the number of cluster random-galaxy random pairs P iran
in each bin. The P iran values are calculated by counting

the cluster-galaxy pairs in each angular bin using the

cluster random catalog and the galaxy random cata-

log, then normalizing the pair counts by the number of

clusters (galaxies) over the number of cluster randoms

(galaxy randoms). That is, we calculate

w(R) =

∑
i w(R, zi)P

i
ran∑

i P
i
ran

. (16)

Finally, to convert the measured correlation function

into the mean-subtracted density profile, Σg(R), we mul-

tiply w(R) by the mean density of galaxies around clus-

ters, Σ̄g. This is calculated via the weighted mean of

the mean galaxy density in each redshift bins Σig, where

the weight is the number of clusters N i
c in that bin. We

have

Σg(R) = Σ̄gw(R), (17)

where

Σ̄g =

∑
i ΣigN

i
c∑

iN
i
c

. (18)
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Since we only have photo-z information for each

galaxy, we cannot select galaxies that are close to each

cluster in redshift very accurately. To avoid mixing

galaxies with very different luminosities across the full

redshift range, we create an absolute-magnitude limited

sample following the approach of M16. That is, before

calculating the cluster-galaxy cross-correlation in each

redshift bin, we apply a luminosity cut on the galaxy

sample where the absolute magnitudes are calculated

assuming all galaxies are at the same redshift as the

clusters. In our fiducial sample, this luminosity cut is

M∗ ≡ M − 5 log(h) < −20.23, where the upper limit

is set to be the absolute magnitude for galaxies with

apparent magnitude i = 21.5 at z = 0.55.

The covariance between data points of different R bins

is derived using 100 Jackknife samples, where the jack-

knife regions are derived using the “k-means” method

(MacQueen 1967). The k-mean method splits the data

points into groups, where the groups are divided so that

the spatial coordinate of all the data points in each

group is closest to the mean of them. With 100 jackknife

samples, each Jackknife region is approximately 3.7×3.7

deg2, which means we can reliably measure effects up to

scales ∼20 Mpc at the lowest redshift of interest z = 0.2.

4.2. Lensing Profile, ∆Σ

The tangential shear γt of a background source galaxy

around a cluster is given by

γt = −γ1 cos(2φ)− γ2 sin(2φ) , (19)

where φ is the position angle of the source galaxy with

respect to the horizontal axis of a Cartesian coordinate

system centered on the cluster and γ1 and γ2 are the

two components of shear measured with respect to the

same coordinate system. For a given lens redshift zl and
source redshift zs, the excess surface mass density [see

also Eq. (7) ] is related to the tangential shear according

to

∆Σ(zl, zs;R) = 〈γt(zl, zs;R)〉Σcrit(zl, zs), (20)

where 〈γt(zs;R)〉 is the mean tangential shear for all

lens-source pairs at these redshifts and Σcrit is the crit-

ical surface density in comoving units defined through

Σ−1crit(zl, zs) = 4πG(1 + zl)χ(zl)

[
1− χ(zl)

χ(zs)

]
, (21)

where G is the gravitational constant and χ(z) is the

comoving distance to redshift z. To combine the full

source and lens redshift distributions, we follow the same

approached used in McClintock et al. (in prep), where

we measure

∆Σ =

∑
i,j si,jγ

t
i

∑
i,j si,jΣ

′−1
critR

t
γ,i +

(∑
i,j si,jΣ

′−1
crit

)
· 〈Rts〉

.

(22)

The i and j subscripts denote the source galaxies and the

lens galaxies, respectively. The weights for each source-

lens pair, si,j , is calculated via

si,j = Σ−1crit(zl, 〈zs〉)i,j , (23)

where zl and zs are the mean redshift point-estimate

provided by BPZ. Σ′crit is the critical density calculated

using a random redshift value drawn from the source

p(z). Rγ and Rs are the MetaCalibration responses

to correct for the biased estimator and the selection bias

on the ellipticity measurements.

For the covariance between data points in the different

R bins, we use the same 100 Jackknife covariance as used

in the galaxy measurements (§4.1).

4.3. Model Fitting

We fit the models developed above to the data using

a Bayesian approach. We define a Gaussian likelihood,

L:

L(~d|~θ) =
[
~d− ~m(~θ)

]T
C−1

[
~d− ~m(~θ)

]
, (24)

where ~d is the data vector (either Σg or ∆Σ), ~m(~θ) is

the model vector (again either for Σg or ∆Σ) evaluated

at parameter values ~θ, and C is the covariance matrix of

the data. The free parameters of the model are ρ0, ρs,

rt, rs, α, β, γ and se, and the miscentering parameters

fmis and ln cmis. Additionally, when fitting the ∆Σ data

we also fit for µ as defined in Eq. (9).
Throughout this analysis we restrict the range of

scales we use to fit the data to 0.1–10 h−1Mpc for galax-

ies and 0.2–10 h−1Mpc for lensing. We do not use the

0.1–0.2 h−1Mpc scales for lensing in order to minimize

sensitivity to the boost factor. Below ∼ 0.1h−1Mpc, the

galaxy density measurements are not well understood as

the crowded nature of cluster fields and the existence

of the Brightest Cluster Galaxy (BCG) renders vari-

ous complications in the analysis on small scales related

to detection incompleteness, photometry inaccuracy and

blending (Melchior et al. 2015, 2016). We restrict our fits

to data at scales less than 10h−1Mpc since the model in-

troduced in §3 breaks down at ∼ 9Rvir, where the power

law of Eq. (5) is no longer a good description of the in-

falling term (DK14). Since the mean virial radius for

the clusters in our sample is roughly 1 h−1Mpc, we set

the upper limit to be 10h−1Mpc.
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Table 2. Priors used for the model fits of galaxy density
and weak lensing mass profiles. The value in the parenthe-
sis for log(α) is only applied to lensing measurements. The
ranges specified in brackets are for uniform priors while for
the others we quote the mean and standard deviation of the
Gaussian priors.

Parameter Priors

ρ0 [0, 10] g/cm3

ρs [0, 10] g/cm3

rt [0.1, 5.0]h−1Mpc

rs [0.1, 5.0]h−1Mpc

log(α) log(0.19)±0.2 (log(0.19)± 0.1)

log(β) log(6.0)±0.2

log(γ) log(4.0)±0.2

se [1, 10]

fmis 0.22±0.11

ln(cmis) -1.13±0.22

We constrain the model parameters using a Markov

Chain Monte Carlo (MCMC) algorithm. Following M16

and B17, we use the set of priors listed in Table 2. For

α, we use a tighter prior than that used in M16 and

B17, although these priors are still very wide compared

to the α values seen in simulations (Gao et al. 2008). We

have also checked that widening the α priors does not

affect the resulting constraints on the splashback fea-

ture. For β and γ, the priors are informative – widening

the priors leads to less constraining model fits. We dis-

cuss this point later in §5.2 but note that these priors

still allow for a large range of profiles with and with-

out the splashback feature. As such, the data (and not

the prior) is still the main driver that determines the

slope of the profile around the splashback radius. We

also note there was a typographical error in M16. The

actual Gaussian priors used were log(β) = log(6.0)±0.2

and log(γ) = log(4.0)±0.2, which is what is used in this

work. For fmis and cmis, we use values estimated in Mel-

chior et al. (2016). Otherwise, we implement the same

priors as in M16. We sample the posterior of the pa-

rameters using the emcee code (Foreman-Mackey et al.

2013). Convergence of the MCMC is assessed using trace

plots and Geweke statistic.

For the remainder of the paper, we define the splash-

back radius rsp to be the radius at which the logarithmic

derivative of the 3D density profile ρ(r) is at its mini-

mum. To facilitate comparison with previous literature,

we also define Rsp to be the location where the logarith-

mic derivative of the projected galaxy density profile

(Σg) has a minimum.

5. MASS PROFILES OF redMaPPer CLUSTERS

In this section, we first present the measurements of

the galaxy density and lensing profiles around the fidu-

cial cluster sample in §5.1. In §5.2 we compare the

galaxy and lensing measurements, and discuss the im-

plications. These measurements are then compared to

the measurements from dark matter simulations in §5.3.

We follow by investigating the redshift and richness de-

pendencies of the splashback feature in §5.4.

5.1. Galaxy and Lensing Profiles

The measurement of Σg around redMaPPer clus-

ters in our fiducial sample of 20 < λ < 100 and

0.2 < z < 0.55 is shown in the top panel of Fig. 2. The

red curve shows the model fit of Eqs. (1)–(6) to the data

points with the inclusion of the miscentering prescrip-

tion of Eqs. (11)–(14). The bottom panel of Fig. 2 shows

the residuals to the fit divided by the uncertainty in the

measurements. The residuals are consistent with the un-

certainties, indicating that the model is a good fit to the

data. The grey vertical band marks the steepest slope of

the Σg model, which corresponds to the 2D splashback

radius Rsp. The orange vertical band marks the steep-

est slope of the inferred 3D density profile, ρ(r), which

corresponds to the splashback radius rsp. Our measure-

ment of the splashback radius for the fiducial sample

is consistent with that from M16 within 1σ measure-

ment uncertainty, which provides a good confirmation

of their results using an independent data set and anal-

ysis pipeline2.

In Fig. 3 we show the weak lensing measurement of ∆Σ

around our fiducial redMaPPer clusters sample with

20 < λ < 100 and 0.2 < z < 0.55. The top panel shows

the data and the model fit, while the bottom panel shows

the residuals of the fit divided by the uncertainty of the

measurements. Again, the model provides an excellent

fit to the data. The corresponding rsp is marked by the

orange bands. Although the uncertainty in rsp here is

larger than that derived from the galaxy density profile,

we note that rsp is very well constrained (compared to

e.g. Umetsu & Diemer 2017). The high signal-to-noise of

this measurement is a result of the combination of large

number of clusters and background source galaxies.

5.2. Splashback Feature of redMaPPer Clusters

2 The redshift ranges of the clusters are somewhat different in
the two analyses, but as we show in §5.4, there does not appear
to be significant redshift evolution in this range of redshifts.
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Figure 2. Top: The stacked surface density of DES Y1
galaxies around redMaPPer clusters with 0.2 < z < 0.55
and 20 < λ < 100 (black points with error bars). The red
line shows the model fit to the measurements. The inferred
3-dimensional rsp is shown as the vertical orange band, with
the width of the band indicating the 1σ uncertainty; the ver-
tical grey band shows the inferred 2-dimensional Rsp. We
note that since the measurement is in projection, the grey
band (instead of the orange band) indicates the point of
steepest slope of the red line. Bottom: the difference in
the model and the measurements divided by the uncertainty
in the measurement.

In Fig. 4 we present the results of the model fits

to the galaxy density and weak lensing measurements.
Throughout the three panels, the vertical lines mark the

mean rsp derived from the galaxy density (black) and the

weak lensing (red) profiles, whereas the horizontal bars

in the middle panel indicate the uncertainties (standard

deviation of the rsp distribution) of the two rsp values.

The grey and red bands show the 16 to 84 percentile

confidence range for each profile. The top panel shows

the ratio ρcoll(r)/ρ(r), i.e. the fraction of the total den-

sity profile that is part of the collapsed material profile.

The difference in normalization between the galaxy den-

sity and lensing measurements cancels in this ratio. We

find that the galaxy density and lensing measurements

yield very consistent collapsed fractions, with the lensing

measurements being slightly higher. One might worry

that we are drawing conclusions about the collapsed ma-

terial in a regime where it is completely dominated by
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Figure 3. Top: The lensing stacked excess surface mass den-
sity around DES redMaPPer clusters with 0.2 < z < 0.55
and 20 < λ < 100 (black points with error bars). The red
line shows the model fit to the measurements. The inferred
3-dimensional rsp is shown as the vertical orange band, with
the width of the band indicating the 1σ uncertainty. Bottom:
the difference in the model and the measurements divided by
the uncertainty in the measurement.

the infalling term. The top panel of Fig. 4 makes it

clear that this is not the case: near rsp, the collapsed

profile term makes up 40–50% of the total profile. Our

inferences about the collapsed profile in the transition

regime is therefore robust as long as the infalling ma-

terial has a relatively smooth profile, which is a good

assumption here. Alternatively, one can introduce an

additional “limiting density” term in the denominator

as in Eq. 42 of Diemer (2017), to avoid spurious contri-

bution on small scales from the infalling term.

The middle panel of Fig. 4 shows the logarithmic

derivative of the total density profile inferred from the

galaxy density and lensing measurements. The loca-

tions of the steepest slopes in the two profiles are con-

sistent with the lensing measurement: the galaxy pro-

file gives rsp = 1.13 ± 0.07 h−1Mpc and the weak lens-

ing profile gives rsp = 1.34 ± 0.21 h−1Mpc. The am-

plitudes and shapes of the logarithmic derivative pro-

files are quite consistent, with the galaxy density profile

slightly steeper at large radii. We find the total pro-

file of both our galaxy and lensing measurements to be
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steeper than an NFW profile of similar mass at rsp (as

we discuss in more detail below). This is consistent with

the expectation for a splashback feature.

An alternative is to look at the logarithmic slope of

the collapsed profile, which is also the approach taken by

B17. This approach includes our model for the profile of

the infalling material, which is assumed to be a power

law. In the bottom panel of Fig. 4 we show the loga-

rithmic slope of the collapsed profile inferred from the

galaxy density and lensing measurements. We find that

at rsp, the inferred collapsed profile from both galaxy

and lensing profiles exhibit rapid steepening, achieving

values much steeper than the slope of an NFW profile at

scales around rsp and beyond. This again is consistent

with the picture that a splashback feature exists at the

outskirts of these clusters.

The posterior distributions of rsp and the slope of the

total profile and the collapsed profile in Fig. 4 are shown

in Fig. 5. Here we clearly see that the galaxy and lens-

ing measurements of rsp and the slopes of the profiles

are consistent with each other, with the lensing mea-

surements having larger uncertainties. The measured

logarithmic slope of the total profile at rsp is −3.6± 0.3

and −3.5 ± 0.4 for the galaxy density and lensing pro-

files, respectively. The measured logarithmic slope of

the collapsed profile is −5.9± 0.7 and −5.3± 0.9 for the

galaxy density and lensing profiles, respectively. These

measured slopes can be compared to the expectation

for an NFW profile. For the NFW profile predicted by

the mass-richness relation of Melchior et al. (2016), the

logarithmic slope at rsp is ∼ −2.7, while the maximum

possible slope is -3. The slope of the total profile is there-

fore steeper than NFW at roughly 3.0σ for the galaxy

density measurements, and 2.0σ for the lensing measure-

ments. However, the NFW profile does not fully capture

the contribution from infalling material near the clus-

ter, which generically makes the profile less steep at rsp.

Comparing the slope of only the collapsed component to

that of the NFW profile, we find that it is steeper than

NFW by 4.6σ for the galaxy density profile and 2.9σ for

the lensing profile. The values of rsp derived from the

MCMC, as well as the model parameters are listed in

Table 3.

As discussed in §4.3, the parameters β and γ are

important for determining the behavior of the profile

around the splashback feature. These parameters are

degenerate, and the priors that we place on them are

informative. To test how relaxing these priors would af-

fect the splashback measurement from lensing, we com-

pletely relax the γ priors, and examine the constraints

on the slope of the profiles. We find the slope of the total

(collapsed) profile at rsp to be −3.7±0.6 (−6.2±2.0) for
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Figure 4. Comparison of model-fit results from galaxy den-
sity Σg (grey) and weak lensing ∆Σ (red). Top: fraction of
the density profile for the collapsed material over the total
density profile. Middle: logarithmic derivative of the total
density profile compared to the logarithmic derivative of an
NFW profile (dashed curve). Bottom: logarithmic deriva-
tive of the profile for the collapsed material compared to
the logarithmic derivative of an NFW profile. The vertical
lines mark the mean rsp inferred from the model fits for both
galaxy and lensing measurements, while the horizontal bars
in the middle panel indicate the uncertainties on rsp.

the lensing measurement. This corresponds to a roughly

1.6σ (1.8σ) steeper profile compared to the NFW pro-

file at rsp. We also perform an additional check to see

whether the priors are wide enough to span a range of

profiles with and without a splashback feature “detec-

tion”. That is, we check that the priors are not driv-

ing us to falsely detect a splashback-like steepening. To

check this, we sample the priors of α, β, γ, and rt (the

most relevant parameters for the splashback feature),

generate model profiles and measure the slope of the

profile at rsp. The resulting slope distribution is shown

in Fig. 6. Noting that the minimum logarithmic slope

achieved by an NFW profile is -3, we see that the pri-

ors allow profiles with slope both shallower and steeper

than NFW.
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Table 3. Model parameters for Σg and ∆Σ. rs, rt and rsp are in units of h−1Mpc. r200m is calculated using the mean mass
and redshift for each cluster sample as listed in Table 1.

Sample log(rs) log(rt) log(α) log(β) log(γ) se rsp rsp/r200m

Σg Fiducial −0.82± 0.10 0.03± 0.05 −0.83± 0.12 0.92± 0.14 0.70± 0.15 1.57± 0.07 1.13± 0.07 0.82± 0.05

Low-z −0.65± 0.12 −0.01± 0.05 −0.84± 0.14 0.92± 0.17 0.64± 0.16 1.61± 0.09 1.07± 0.09 0.73± 0.06

Mid-z −0.78± 0.09 0.07± 0.09 −0.72± 0.14 0.82± 0.16 0.66± 0.17 1.62± 0.09 1.12± 0.14 0.85± 0.11

High-z −0.66± 0.12 0.04± 0.11 −0.73± 0.15 0.86± 0.18 0.60± 0.20 1.46± 0.11 1.14± 0.15 0.96± 0.13

Low-λ −0.75± 0.09 0.01± 0.06 −0.73± 0.15 0.91± 0.16 0.73± 0.17 1.50± 0.08 1.05± 0.09 0.85± 0.07

High-λ −0.81± 0.10 0.10± 0.08 −0.83± 0.12 0.79± 0.14 0.62± 0.17 1.53± 0.08 1.27± 0.14 0.83± 0.09

∆Σ Fiducial −0.62± 0.15 0.15± 0.11 −0.71± 0.10 0.75± 0.17 0.72± 0.18 1.23± 0.24 1.34± 0.21 0.97± 0.15
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Figure 5. Top: posterior distributions of rsp for galaxy
density (grey) and lensing (red) data. Middle: posterior
distribution of the slope of the total matter profile at rsp.
Bottom: posterior distribution of the slope of the collapsed
matter at rsp. All the distributions are marginalized over all
nuisance parameters.

5.3. Comparison to N-body Simulations

We now compare the galaxy density and lensing mea-

surements around redMaPPer clusters to similar mea-

surements made using dark matter-only N-body simu-

−7 −6 −5 −4 −3 −2[
∂ ln ρcoll/∂ ln r

]
rsp

0.0
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0.6

0.8
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Figure 6. Distribution of the logarithmic slope at rsp when
sampling over the prior distribution of several model param-
eters (α, β, γ, rt). The black dashed line indicates a rough
indicator of the slope for an NFW profile.

lations. For this purpose we use the MultiDark Planck

2 simulation from the CosmoSim database (Prada et al.

2012; Riebe et al. 2013, also see www.cosmosim.org).

Using the Rockstar (Behroozi et al. 2013) halo cat-
alogs made available by CosmoSim, we identify a set of

halos that is matched to the redMaPPer cluster cat-

alog used in this work. We match the redMaPPer

clusters to the simulated dark matter halos on the ba-

sis of halo mass and redshift. Using the best-fit mass

richness relation from Melchior et al. (2016), we calcu-

late the mean M200m halo mass of our fiducial sample

to be 2.5×1014 M�. We then determine in the simula-

tions a mass threshold, Mmin, such that the mean M200m

mass of simulated halos between Mmin and 1015h−1M�
is equal to M̄ . We find Mmin = 1.0× 1014 M�. The up-

per mass limit here has little impact on our results, but

ensures that a very small number of extremely massive

halos is not skewing our predictions. A total of 11,745

clusters are used in the simulations, and all are at a sin-
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gle redshift z = 0.523. We note that as we are employ-

ing the mass-richness relation from a different sample

(DES SV) and that there is approximately a 10% scat-

ter on the mass-richness relation, we can imagine that

the masses in Table 1 could be over/under estimated. If

the mass estimates were off by 1σ, the inferred rsp will

move by ∼ 3%.

The matching of our galaxy sample to objects in the

MultiDark simulations is more complicated since the

simulations only contain dark matter. We use both dark

matter subhalos and dark matter particles to perform

the comparison with the galaxy and lensing measure-

ments. The connection between galaxies and subhalos

depends on a combination of environmental parameters

(Reddick et al. 2013; Chaves-Montero et al. 2016). Fur-

thermore, subhalo density profiles around massive ha-

los are known to be flatter on small scales compared to

galaxy density profiles tidally stripped of mass near the

cluster center (plus there can be numerical artifacts on

these scales in the simulations). Galaxies, on the other

hand, tend to live at the centers of their dark matter

halos and are therefore less likely to be tidally stripped

(e.g. Nagai & Kravtsov 2005; Budzynski et al. 2012).

These effects result in differences between the matter,

subhalo and galaxy profiles, but mainly in the inner re-

gions of the parent halo, well below the splashback ra-

dius.

To construct a subhalo sample corresponding to our

galaxy sample, we select Rockstar (Behroozi et al. 2013)-

identified subhalos using vp, the largest circular velocity

attained by the subhalo over its history, which corre-

sponds roughly to a mass cut on the subhalos at the

time of accretion (Reddick et al. 2013). Unlike selection

based on subhalo mass, selection on vp is expected to

lead to a sample that more closely approximates real

galaxies since it is unaffected by tidal stripping of mass

from the subhalo. The subhalo density profiles, Σsub,

for the simulated subhalos around dark matter halos of

Mmin < M < 1015h−1M� in the Multidark Simulations

are shown in Fig. 7, overlaid with the data Σg measure-

ments. At large scales, the amplitude of the Σg curve

scales with the abundance and can be compared with

the galaxy density profile to find the approximate sub-

halo mass corresponding to a given galaxy sample. We

consider three vmin
p values: 135 km/s, 178 km/s, 280

km/s. In the simulations, there are on average 28, 17,

3 The mean redshift of our cluster sample is z = 0.41. We have
chosen the closest redshift slice at z = 0.52 in our simulations for
an approximate comparison with the data. We however do not
expect the subhalo profiles to vary significantly over this redshift
range.
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Figure 7. Subhalo density profiles measured in simulations
around halos with mass similar to that of our fiducial cluster
sample. Different colors correspond to different choices of
subhalo vP . The data points are the galaxy profile measured
with our fiducial sample, which lie between the two lower
mass subhalo samples. The light shaded curves indicate the
range excluded from the model fits described in §5.3.

and 7 subhalos per cluster within 1.5 h−1Mpc of the

halo center for the three vp cuts, respectively. As seen

in Fig. 7, the galaxy sample in our data lies between the

two subhalo samples vmin
p = 135 km/s and vmin

p = 178

km/s. That is, we can identify our galaxy sample with

subhalos that are less massive then the vmin
p = 178

km/s sample and more massive than the vmin
p = 135

km/s sample. Note that we do not employ a rigorous

abundance-matching procedure similar to M16. As a re-

sult, the amplitudes of our data points in Fig. 7 and later

in Fig. 10 do not match the subhalo profiles exactly.

We fit the model described in §3 to the subhalo pro-

files, excluding scales below 0.5 h−1Mpc to minimize

bias induced by the tidal stripping effect on small scales

mentioned above. The model describes the subhalo pro-

files well after excluding the small scales. In the top

panel of Fig. 8 we compare the logarithmic derivative of

the model profile from our fiducial sample and from the

two lower mass subhalo bins (since these bins bracket

our galaxy sample). The inferred rsp and uncertainty

for each of the curves shown in the top panel of Fig. 8

are marked by horizontal bars on the top of the panel.

As seen in the figure, the two lowest mass subhalo bins

have essentially the same rsp, indicating that these sub-

halos are sufficiently small that they are not affected

by dynamical friction. Since these two subhalo samples

have masses that bracket that of our galaxy sample, we

conclude that our measurements of rsp from the galaxy

density profile are not affected by dynamical friction.
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Figure 8. Comparison of measurements from dark matter
simulations and data. Top: the log-derivatives of the model
fit to the galaxy profiles in data and the subhalo profiles in
simulations. The horizontal bars in each panel indicate the
inferred location and uncertainty of rsp. Note that rsp in
the data is smaller than in the subhalo cases that are best
matched to our galaxies. The faded section of the green and
red curves indicate the regime where we expect differences
between the data and simulations as we do not fit the subhalo
profiles on small scales. Bottom: same as top panel, but now
comparing the slope of profile of the dark matter particles
with the lensing measurements.

We will present a more thorough analysis of dynamical

friction in §6.

The rsp inferred from our galaxy density profile (1.13±
0.07 h−1Mpc) is significantly smaller than the corre-

sponding subhalo measurements (1.46±0.05 h−1Mpc for

the vmin
p = 178 km/s subhalo sample), as seen in Fig. 8.

However, the steepest slope inferred from the simula-

tions and data appear to be consistent, suggesting that

we are seeing a level of steepening in the galaxy profile

that is consistent with the splashback feature in simu-

lations. The overall shape of the galaxy profile in the

data differs somewhat from that of subhalos in the sim-

ulations, where the small scale differences have been ad-

dressed above. These findings are consistent with those

of M16.

On the bottom panel of Fig. 8, we compare the lens-

ing measurements with the dark matter particles. When

fitting to the particle measurements we do not include

the effects of miscentering. We find that the particles

give consistent rsp values as the two lower mass sub-

halo samples in the middle panel, and is larger than the

lensing measurements by about 18%. We note that the
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Figure 9. Top: logarithmic derivative of the model fits
to the Σg measurements with different richnesses. Bottom:
similar to the top panel but for different redshift bins. The
horizontal bars in each panel indicate the inferred location
and uncertainty of rsp in the different subsamples.

seemingly better agreement between the measurements

and the simulations (about 1σ) is mainly driven by the

fact that the lensing measurements have larger uncer-

tainties. The slope of the lensing profile at large radii is

shallower than the simulation particles; the same trend

is seen in the galaxy vs. subhalo profiles. We have not

investigated possible sources of this ≈ 2σ discrepancy.

5.4. Richness and Redshift Dependences of rsp

We now consider the richness dependence of the

splashback feature. According to simulation tests in

DK14 and A14, one would expect the splashback fea-

ture to be shallower and appear at smaller scales for

lower mass (or richness) clusters. We measure the rich-

ness dependence of the splashback location by dividing

the fiducial cluster sample into 2 richness subsamples

– 20 < λ < 28 and 28 < λ < 100. The bins are cho-

sen so that the number of clusters are approximately

equal in both bins. The mean richness in the two bins

are 23.3 and 41.1, respectively. In the top panel of

Fig. 9 we show the log-derivatives of the model fits

to the galaxy density profiles of these two subsamples.

We find that rsp is 1.05±0.09 h−1Mpc and 1.27±0.14

h−1Mpc for the low and high richness samples, respec-

tively. The dependence of the mean rsp on the mean λ

is roughly rsp ∝ λ0.33±0.24, which is consistent with ex-
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pectation4 from the slope of the mass-richness relation

of redMaPPer clusters measured in Melchior et al.

(2016), rsp ∝ λ0.37. We note, however, that detailed

shapes of the logarithmic derivatives measured from

the data exhibit some puzzling differences from simu-

lations. In particular, we find that the high-richness

cluster sample has a shallower splashback feature than

the low-richness cluster sample. In the simulations of

Diemer & Kravtsov (2014), on the other hand, higher

mass halos tend to have sharper splashback features.

In principle, our measurement of the richness depen-

dence of the splashback radius could be impacted by

dynamical friction. As discussed in §1, dynamical fric-

tion will result in a decrease in the observed splashback

radius measured via the galaxy density profile. This ef-

fect is expected to be weaker for larger host halos, which

could result in an increase in the observed scaling of the

splashback radius with mass relative to the expectation

from particles in simulations (the particle profile is not

impacted by dynamical friction). However, as we show

in §6, for our fiducial galaxy sample, dynamical fric-

tion does not appear to have a significant impact on

the inferred splashback radius. Consequently, our mea-

surement of the richness dependence of the splashback

radius can be compared directly to the expectation from

particles in simulations.

We next consider the redshift dependence of the

splashback feature. A14 looked at the redshift depen-

dence of the splashback feature in simulations, finding

that for a given accretion rate, rsp becomes larger at

higher redshift, which results from a simple scaling with

the background cosmology (specifically Ωm). When av-

eraged over a distribution of accretion rates, however,

DK14 finds that the results are consistent with no red-

shift evolution. We test this by performing the same

Σg measurement in three redshift bins: 0.2 < z < 0.4,

0.4 < z < 0.55 and 0.55 < z < 0.75. The lowest redshift

bin is similar to that used in M16, whereas the highest

redshift sample is not strictly volume-limited. In the

bottom panel of Fig. 9 we show the log-derivative of

the model fit to the measurements for the three redshift

bins, with the inferred rsp marked on the plot and listed

in Table 3. We find no evidence of redshift evolution of

rsp over this redshift range. Given that we do not select

the clusters in accretion rate, our finding of no redshift

evolution is consistent with that found in DK14. One

might worry that the mass-richness relation also evolves

with redshift, which could complicate the comparison.

4 Since rsp ∝ R200m, we expect rsp ∝ M
1/3
200m. Melchior et al.

(2016) found M200m ∝ λ1.12, suggesting rsp ∝ λ0.37.

However, in our sample we do not find a significant

evolution of mass over the three redshift samples (see

Table 1), which means we indeed do not see a redshift

evolution of rsp for fixed halo mass.

6. EFFECT OF DYNAMICAL FRICTION

As discussed in §1, measuring the splashback radius

provides an avenue for detecting the effects of dynamical

friction in galaxy clusters. The rate of deceleration due

to dynamical friction for a subhalo travelling through a

cluster is proportional to the mass of the subhalo. Con-

sequently, more massive (brighter) galaxies are expected

to splashback at smaller radii. We first test this expec-

tation in simulations by looking at the log-derivative of

the model fits to the three Σsub curves in the upper panel

of Fig. 7. The corresponding log-derivative profiles are

shown in the middle panel of Fig. 10, together with the

inferred rsp. It is clear that subhalos with vp > 280 km/s

have a significantly smaller splashback radius than lower

mass subhalos, the expected consequence of dynamical

friction. For vp > 280 km/s subhalos, we find rsp = 1.21

h−1Mpc, while for the other two subhalo samples we find

rsp = 1.47 h−1Mpc – this ∼ 20% difference is consistent

with that found in Diemer et al. (2017).

Since we cannot directly measure the masses of the

galaxies in our sample, we divide the galaxies based on

luminosity, which correlates with mass. We define three

luminosity bins from our galaxy sample (M∗ < −19.4,

M∗ < −20.4 and M∗ < −21.4) and measure the re-

sultant Σg profiles around the low-z cluster sample

(20 < λ < 100, 0.2 < z < 0.4) as shown in the top

panel of Fig. 10. We use the low-z sample so that

we can lower the luminosity cut on the galaxies and

have higher signal-to-noise measurements. Overlaying

the same subhalo profiles from the dark matter simula-

tion as in Fig. 7, we find that the brightest galaxy bin

(M∗ < −21.4) roughly corresponds to the most massive

subhalo bin (vp > 280 km/s), which is also the sample

that has showed signs of dynamical friction. The two

fainter galaxy bins roughly correspond to the two lower

mass subhalo samples. We fit all three galaxy measure-

ments to the same model used in §5.1 and show the

log-derivative profile of the models in the bottom panel

of Fig. 10. The galaxies show similar behaviors to what

was observed with the subhalos in the dark matter sim-

ulations – the two fainter galaxy bins have consistent

rsp measurements, while the brightest galaxy bin has a

slightly smaller rsp. However, the difference between the

brightest galaxy bin and the other two bins is smaller

than what is expected from the simulations and well

within the measurement uncertainties. Furthermore, as

we show in Appendix B, this measurement is sensitive



Splashback in DES 17

100 101

R [h−1Mpc]

10−1

100

101

Σ
g
(R

)
[h

2
M

p
c−

2
]

vp > 135 km/s

vp > 178 km/s

vp > 280 km/s

M∗ < −21.4

M∗ < −20.4

M∗ < −19.4

0.2 0.5 1 2 5

r [h−1Mpc]

−4

−3

−2

−1

0

d
lo

gρ
/d

lo
gr

Simulation

0.2 0.5 1 2 5

r [h−1Mpc]

−4

−3

−2

−1

0

d
lo

gρ
/d

lo
gr

Data

Figure 10. Effects of changing the galaxy luminosity cut
on the inferred rsp around 20 < λ < 100, 0.2 < z < 0.4
clusters. Top: measurement of Σg profiles for the three lu-
minosity bins (data points) and the three subhalo profiles
in Fig. 7 (solid lines). The light shaded curves indicate the
range excluded from the model fits. The subhalo samples are
not abundance-matched to the galaxies, therefore we do not
expect the amplitudes of the data points to agree with the
solid lines. Middle: log-derivatives of model fits to the sub-
halo density profiles measured in simulations from the top
panel. The faded section of the curves indicate the regime
where we expect differences between the data and simula-
tions as we do not fit the subhalo profiles on small scales.
Bottom: the log-derivative of the model fits to the three
galaxy density profiles. The horizontal bars indicate the in-
ferred location and uncertainty of the 3-dimensional rsp for
each galaxy sample.

to the choice of the redMaPPer parameter R0 (see

§7). This test does, on the other hand, confirm that

our fiducial galaxy sample used in §5 is not affected by

dynamical friction.

Comparing in more detail the bottom two panels of

Fig. 10, we also find other qualitative differences in the

profiles: the most massive galaxy sample shows a shal-

lower log-derivative compared to the other two galaxy

bins, which is in the opposite direction of what is ex-

pected from the subhalo simulations. To further in-

vestigate these subtle differences and systematics effects

would require more realistic simulations that capture the

baryonic physics on small scales. We defer this study to

future work.

One can imagine further increasing the effect of the

dynamical friction by going to lower-mass clusters, an

approach taken by Adhikari et al. (2016). This is be-

cause one expects the effect of dynamical friction to

be larger for smaller host halos (the effect of dynami-

cal friction scales with Msub/Mhost, where Msub is the

subhalo mass and Mhost is the host halo mass). How-

ever, we note that the mass estimates for redMaP-

Per clusters below λ = 20 are less reliable as shown

in Melchior et al. (2016). We therefore do not perform

further measurements using the low richness clusters.

We also tested that our conclusion of this analysis does

not change when using non-overlapping magnitude bins,

which could in principle enhance the effect of dynamical

friction.

7. POTENTIAL BIASES DUE TO THE

redMaPPer ALGORITHM

One potential concern for splashback measurements

relying on redMaPPer clusters was pointed out in re-

cent work by Busch & White (2017). redMaPPer

identifies clusters based on overdensities of red galax-

ies on the sky. Selection effects in redMaPPer could

therefore result in changes to the measured galaxy den-

sity profile relative to the true galaxy density profile

around redMaPPer clusters, which could potentially

result in biases to splashback measurements that use the

galaxy density profile around these clusters. We review

and investigate this issue below.

In the M16 measurement of splashback with SDSS,

redMaPPer-identified clusters were split into two sub-

samples based on 〈Rmem〉, defined as the average cluster-

centric distance of the cluster members weighted by

membership probability. These two samples were found

to have significantly different rsp as well as large-scale

clustering amplitudes. Zu et al. (2016) and Busch &

White (2017) later pointed out that 〈Rmem〉 can be

strongly affected by projection effects due to the way
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redMaPPer assigns members to clusters. That is,

clusters that live in dense environments are likely to have

a large number of spurious members from line-of-sight

projections that have low membership probability, but

which contribute to large 〈Rmem〉 values. These clus-

ters will have a higher large-scale clustering amplitude

as a result of their association with projected structures

along the line of sight. Selecting on 〈Rmem〉 can there-

fore result in spurious assembly bias signals (Miyatake

et al. 2016; Zu et al. 2016). Given the sensitivity of

〈Rmem〉 to projection effects, we have not employed this

quantity in our analysis.

Using the Millennium simulation (Springel et al.

2005), Busch & White (2017) also argued that the

aperture radius, Rc, used by redMaPPer to define

cluster richness could impact the cluster density pro-

file and therefore the splashback feature. redMaPPer

computes the cluster richness as a weighted sum over

galaxies within Rc of the assumed cluster center, where

Rc(λ) = R0 (λ/λ0)
β
. (25)

Values of R0 = 1.0h−1Mpc, β = 0.2 and λ0 = 100 were

chosen to minimize scatter in the mass-richness relation

(Rozo et al. 2009). Busch & White (2017) considered

the effects of changing R0 on the results of their sim-

ulated redMaPPer measurement5. For catalogs gen-

erated with R0 = 0.67, 1, 1.5 h−1Mpc, Busch & White

(2017) found that the inferred rsp and profile shapes

were altered. Note that as mentioned above, these anal-

yses were carried out using the Millennium simulation

(Springel et al. 2005) and a simplified procedure that ap-

proximates the redMaPPer algorithm. Consequently,

the exact quantitative effect on rsp from the Rc selec-

tion may not be applicable directly to our data measure-

ments.

To test the impact of Rc on our splashback measure-

ments, we re-run redMaPPer, setting R0 = 0.75 and

1.25 h−1Mpc. The resultant cluster catalogs will have a

new richness estimate λ′ for each cluster. We rank in de-

scending order the old cluster catalog by λ and the new

cluster catalog by λ′, then select the clusters in the new

catalog that have the same ranking as the fiducial sam-

ple in our original cluster catalog with 20 < λ < 100. We

find 16.5 < λ′ < 75.3 (22.8 < λ′ < 117.3) gives roughly

the same number of clusters with the same ranking for

R0 = 0.75 (1.25) h−1Mpc. We measure Σg and ∆Σ for

these two new cluster catalogs and fit them to our model.

We have checked that the amplitude of the ∆Σ mea-

5 Since increasing R0 necessarily means that clusters will have
larger richness, Busch & White (2017) simultaneously varied R0

and λ0.
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Figure 11. Effect of changing R0 on the inferred rsp.Top:
the log-derivative of the 3D model fits to the three Σg mea-
surements for the fiducial cluster sample of 20 < λ < 100
with different R0 settings during the redMaPPer run.
R0 = 1h−1Mpc corresponds to the default redMaPPer set-
ting. Bottom: same as the top panel but for weak lensing
measurements. The dashed line shows the log-derivative of
an NFW profile with a similar mass to these clusters.

surements are nearly identical for the different R0 set-

tings, suggesting that the mean mass of the samples did

not change significantly when we change R0. We note

that the choices of R0 here are rather extreme and the

redMaPPer code is not well tested at these R0 values.

For instance, we expect the scatter in the mass-richness

relation to be much larger at these extreme R0 values,

which could have an effect on the resulting stacked pro-

files. As a result, the tests below should be treated as

bounds for the potential systematic effects introduced

by the Rc settings.

The top panel of Fig. 11 shows the log-derivative of

the model fits to Σg for these two cases together with

the fiducial setting of R0 = 1 h−1Mpc. We find that

the profiles do indeed change as a function of R0, sim-

ilar to what was seen in Busch & White (2017). The

quantitative change in our measurements is, however,

smaller than that seen in Busch & White (2017), likely

because Busch & White (2017) employed a simplified

redMaPPer-like cluster finder.

For ∆Σ, we show in the lower panel of Fig. 11 the

resulting log-derivative of the model fits for the two al-

ternative R0’s. Similar to what is seen in the Σg, the

location of rsp moves outwards as the R0 value increases.

However, for each of the R0 settings, the lensing-inferred

rsp remains consistent with the galaxy measurements at
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better than 1σ. Also, compared to the NFW profile

shown by the dashed black curve, the slope at rsp for

the lensing remains steeper than NFW by about 1σ.

We note, however, that the lensing-inferred rsp appears

to be more robust to the change in R0 than the galaxies.

The variation of rsp with R0 is not necessarily indica-

tive of a systematic error in the measured mass pro-

file or the inferred values of rsp. Instead, it could sug-

gest another source of selection effect in redMaPPer.

By changing R0, one is selecting a new sample of clus-

ters, which could in principle have physically different

rsp. One might imagine, for instance, that changing R0

could be analogous to selecting clusters on Rmem. If

R0 is decreased, then we would expect to select clusters

that have galaxies that are more centrally concentrated,

which would have smaller Rmem. In this case, we would

expect to see rsp change with changing R0 since we know

that selecting clusters with different Rmem leads to dif-

ferent inferred splashback radii. Such selection effects

will impact the comparison of the data measurements

to simulations, since redMaPPer selection may not be

equivalent to the mass selection used in the simulations.

We expect the lensing measurements to be some-

what less affected by redMaPPer selection effects than

galaxy density measurements since the redMaPPer se-

lection is done directly on galaxies and not on the shears.

This could also suggest that comparing the lensing mea-

surements with the dark matter simulations is a cleaner

approach and bypasses some of the redMaPPer sys-

tematic issues. To avoid such selection effects altogether,

one alternative is to use clusters selected via X-ray or

Sunyaev-Zel’dovich effect instead of optical cluster find-

ers. However, such catalogs are typically smaller than

optically-selected catalogs, making high signal-to-noise

measurements difficult.

While the problems outlined above are certainly wor-

rying, we note that our main findings of the analysis

concern the detection of the splashback feature and the

relative position of the splashback radius between the

galaxy and lensing measurements, which we have shown

above to be unaffected even when we use extreme vales

of R0. In Appendix B we show additional tests on the

effect of changing R0 on other analyses in this paper.

The main comparison that makes use of the absolute

value of rsp in our analysis is the comparison of data

measurements with the dark matter simulations in §5.3.

We therefore conclude that we cannot rule out the possi-

bility that the apparent discrepancy between the galaxy

and the dark matter-inferred rsp results from such a se-

lection effect. This needs to be quantified and under-

stood more thoroughly before invoking physical expla-

nations.

8. SUMMARY

The splashback feature has recently been pointed out

as a new probe for physics on the cluster scales. As

the theory behind the splashback process is relatively

clean, it can provide a physically motivated definition of

the halo boundary, as well as a potential laboratory for

tests of dark matter physics and gravity.

In this work we have measured the splashback feature

around redMaPPer clusters in the first year of DES

data (DES Y1) using both the stacked galaxy density

profile and the stacked weak lensing mass profiles. Our

main analysis is based on a fiducial cluster sample of

3,684 clusters at redshift 0.2 < z < 0.55 and richness

20 < λ < 100. We apply the methodology developed

in More et al. (2016) and Baxter et al. (2017a) to DES

Y1 data and expand the analysis in several aspects com-

pared to previous work in SDSS.

We analyze the lensing measurements and demon-

strate the existence of a splashback-like steepening in

the outer mass profile of galaxy clusters. Furthermore,

the location (rsp) and steepness of this truncation in-

ferred from the mass profile agrees well with what is

inferred from the stacked galaxy density measurements.

The agreement in rsp between galaxies and weak lensing

is encouraging as it directly measures the mass distribu-

tion of the halo profiles. For measurements from the

galaxy density (weak lensing) profiles, we constrain the

cluster density profile at rsp to be steeper than NFW at

3.0σ (2.0σ) significance when considering the total pro-

file and 4.6σ (2.9σ) when considering only the collapsed

material, which is the total profile subtracting out an

infalling component. Future higher signal-to-noise lens-

ing data will be able to test this statement with higher

precision.

We compare our measurements to dark matter N-body

simulations and find that, in agreement with previous

results from SDSS, the rsp measured from subhalos in

simulations is higher than that measured with the galax-

ies. Compared to the lensing measurements, however,

the discrepancy is only marginal due to the large uncer-

tainty and slightly higher rsp value in lensing. The level

of the steepening is consistent with dark matter simu-

lations. We also find differences in the overall shapes

of the galaxy and lensing profiles compared with simu-

lations. We note that selection effects in redMaPPer

can also affect these comparisons – the clusters selected

by the algorithm can have a slightly biased profile de-

pending on the scale R0 beyond which redMaPPer

cuts off member galaxies when estimating the richness.

We study the redshift and richness dependencies of

rsp: we find no redshift evolution over the redshift range

0.3 < z < 0.6 and a richness dependence consistent
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with expectation from ΛCDM simulations. However,

the overall shape of the profiles for high and low richness

clusters have some differences from what is measured in

simulations.

Detection of dynamical friction is one of the applica-

tions of the splashback feature suggested by recent work

(Adhikari et al. 2016). Massive galaxies falling into the

potential of galaxy clusters will experience a drag force

that is larger than the less massive galaxies, which would

result in a smaller rsp. We measure the profile of galaxies

in different luminosity bins around clusters and find that

the highest luminosity galaxies indeed exhibit a slightly

smaller rsp, a behavior that matches the corresponding

subhalo profiles of the dark matter simulations. How-

ever, the difference is smaller than expected from sim-

ulation and within measurement uncertainties. We also

tested that this measurement is sensitive to the change

in R0 mentioned above.

Looking towards the next DES data set which cov-

ers the full footprint of 5,000 deg2, we can expect sig-

nificant improvement in the statistical uncertainties in

both the galaxy and the lensing measurements as well as

the redshift coverage. However, interpreting the subtle

systematic effects in the cluster finding algorithm and

measurement process will be the crucial next step for

a deeper understanding of the connection between the

true splashback feature and the observed cluster pro-

files. One important step is to develop more realistic

simulations that can reproduce the observables. In par-

allel, exploring the splashback feature for cluster sam-

ples selected in other wavelengths (in particular, SZ and

X-ray selected samples) would be a good test for poten-

tial systematics in the optical cluster finder. A lensing

mass selected cluster sample must await surveys that

are deep enough to provide high significance detections

of individual clusters. Improvements in simulations and

the cluster selection will enable us to control for system-

atic effects and pursue the effects of standard and new

physics associated with the splashback feature.
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Figure 12. Log-derivative for fiducial measurements with and without the λ-scaling that accounts for the range of λ inside
the bin. The inferred rsp values are marked as horizontal bars on the top of the figure. The x-axis for the scaled case is
r/R200mR̄200m, where R̄200m is the R200m at the mean richness.

APPENDIX

A. SCALING MEASUREMENTS WITH RICHNESS λ

As shown in DK14, the splashback radius scales with physical R200m and the accretion rate. We discussed in §4.1

that our measurements are performed in comoving distances which take into account the redshift evolution of R200m.

Here we investigate the improvement in the measurements if we were to also take into account the richness-dependence

of R200m within the sample. We do not attempt to correct for the accretion rate-dependence in the same way, as the

estimation of accretion rates for clusters is non-trivial.

We sub-divide our fiducial cluster sample (with selection 20 < λ < 100 and 0.2 < z < 0.55) into 10 logarithmic λ

bins and repeat the measurement in §4.1. The measured distances of galaxies from the cluster centers in each λ bin

are then scaled by (λ̄i/λ̄full)
F/3, where λ̄i is the mean richness in the bin, λ̄full is the mean richness in the full sample,

and F = 1.12 is the exponent of the mass-richness relation derived in Melchior et al. (2016).

Fig. 12 shows the log-derivative of the model fit to the fiducial measurement (Fig. 2) including and not the λ-scaling.

We find that after taking into account the λ dependence of rsp the splashback feature does not change significantly.

This is somewhat counterintuitive given the results in Fig. 9. Taking a closer look at the measurements, we find that

the improvement in the λ-scaling is mostly washed out by the slightly increased error bars in the measurements, which

is likely a result of the large scatter in the mass-richness relation.

B. ADDITIONAL TESTS OF THE IMPACT OF R0 ON THE SPLASHBACK FEATURE

As discussed in §7, we have seen that the choice of R0 in redMaPPer affects the inferred splashback radius,

likely a result of selection effects. In this appendix, we carry out a few more tests to see the impact of R0 on other

measurements in this paper.

B.1. Effect of R0 on rsp in high richness clusters

Recently, using a combination of weak lensing and abundance measurements, Murata et al. (2017) found that the

redMaPPer mass-richness relation exhibits unexpectedly large scatter at low-richness. A non-negligible fraction of

the clusters with richness ∼ 20 come from halos of mass ≈ 1013 M�. One of the hypotheses in Murata et al. (2017)

is that the low-richness clusters are affected by projection effects and thus less reliable. Inspired by this finding, we

perform the test on the high-richness clusters in §5.4 to see whether they are more or less sensitive to the choice of

R0. The results are shown in Fig. 13. We find that the high-richness clusters give lower signal-to-noise results, and

are similarly affected by the R0 settings. We also compared the rsp inferred from the high richness clusters with what

is expected from the dark matter simulations, and do not see significantly improved agreement. These results show

that with the statistical uncertainties in our data set, we do not gain by switching to a higher richness sample.

B.2. Effect of R0 on rsp in dynamical friction measurements

Here we test how the R0 settings affect our measurements in §6. To do this, we repeat the measurements in §6 using

the two cluster catalogs described in §7, which were derived using different R0 values. The resulting measurements
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Figure 13. Same as the top panel of Fig. 11 but for clusters of richness 28 < λ < 100.
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Figure 14. Log-derivative for galaxy profiles of different luminosity, with cluster samples of different R0 settings: the upper
(lower) panel shows the same measurements as the bottom panel of Fig. 10 but with R0 = 0.75 (R0 = 1.25) h−1Mpc.

are shown in Fig. 14. We find that with R0 = 1.25 h−1Mpc, the three galaxy luminosity bins show similar trends as

our fiducial case of R0 = 1 h−1Mpc, where there is a hint of dynamical friction, but at lower significance. For the

R0 = 0.75 h−1Mpc case the three galaxy sample gives consistent rsp values and no sign of dynamical friction is seen.

These findings again show that the measurement of rsp is sensitive to the choice of R0.

C. EFFECT OF VARYING hmax

As discussed in §3, our model for the projected density profile, Σ(R) is obtained by integrating the 3D profile, ρ(r)

along the line of sight. Throughout this analysis, we impose a maximum line of sight integration distance of hmax = 40

h−1Mpc. Fig. 15 shows the effect on our results of varying hmax. In general, we find that our inferences about the 3D

profile are quite insensitive to the choice of hmax. There is a small change in the inferred slope of the outer density

profile, but we note that most of our main results are not sensitive to the precise value this outer density profile.
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Figure 15. Log-derivative of galaxy density profiles calculated from model fits for varying choices of hmax, the maximum
distance along the line of sight to integrate when converting the 3D profile into a projected profile.


